Many of you might have heard of the concept “Wisdom of the Crowd”: when many people independently guess some quantity, e.g. the number of marbles in a jar glass, the average of their guesses is often pretty accurate – even though many of the guesses are totally off.

The same principle is at work in so called *ensemble methods*, like *bagging* and *boosting*. If you want to know more about boosting and how to turn pseudocode of a scientific paper into valid R code read on…

We start from an original paper of one of the authors of the first practical boosting algorithm, i.e. *AdaBoost*: The first sentence of the introduction gives the big idea:

Boosting is an approach to machine learning based on the idea of creating a highly accurate prediction rule by combining many relatively weak and inaccurate rules.

The second page gives the pseudocode of Adaboost…:

Given: ![(x_1, y_1),...,(x_m, y_m)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJcAAAASCAMAAABhPLwgAAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAEGZEMlQimbF2id3vzbOdpPAAAAGxSURBVEiJlZbbAsQQDEQlbqWt///cpWgJFnnYi+FMEC3GGANkG4Gw1m+P2jM4toaBXuu3R+0YaLE3Ti4txC61MVDbE7sX+uxTqYHZrgPL5332qdTgVrvD+EKF7VOpgYu/JWqBeLSHjWPYEixygWuOnlEH6M9AnRGgGL+4cM00wbDLl/BtWtM/MaMO0a+BiFUsfd4+yzAxqOqagwppOFEIbvoIa6mdKNA0L8gEHzoeIbTE1vp24UphOa+P2o+M7uQFZ/5z4tdaxulnbe5SmO9jh9qLD03yek18gmE9ZSevUB2HLYT1un+pYLUyFjnq6hmT0FR9DI5QlNIx4125+uzFqd7ByvEir+cYZ/n5Jh8tVbILnxyl7qBrNRlgWGhxGCmtielGe36lHUCN2hVCfOxlmYcjVX7EZkoNG8t9NVnTQ1dqMoBmf/M+fuc31UASTipXEZspVSbXtFIETdRo0LxhcxmlmXv5koWQ3tuDe0xuJlTtm28RFgY76FrNF4P6JHPr9JNGugf5/be6ECB1H9zDBren8MgPy3AY6KArNRsMZg4yGUlb6QYqeTDq771whC4MfoSNDT9BQtPTAAAAAElFTkSuQmCC)where ![x_i \in X, y_i \in \{-1,+1\}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAKcAAAASCAMAAAAJzz4YAAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAEDK7InaJq2ZURNGZ70CrMp0AAAHSSURBVEiJvVbZkoQgDCTcZ/7/cxdEkSOOuju1/TA1FeymTUKQsf+AVfy3VK/9q+dlRDSSMYFBv90rWCoKRe4abdnEd7spLElR7h0rQyIR5LrqjfCwLnOK3qkrI4SAMwCYX8w9sDkzSZ9Fb/XZ9UdbvqDv0IbDFDIInqzgDfNLPp2N3FozamvCEMc4Rb01+dcODbQyv+PTSeaT5zg0tTSUckjTToqlLBbUZ+ZFg731mROS9y/p5OJ4yFJtKAWOYQ+bRhFsVIJp6AHx1CcTBz8eOWi110FU9OdIsxQmXW2OdMEV0x1TyYkGIHyWsyfCxlbTsgn17zrf7DpcIXehxmnkhZw9NZgnmENfdIJP81kHKNRI2fA8S3KdrZHto6lH8V3KclIJpk9L6I1PwKLtMA9wYF4yB+LMhZ7aTNZamY3DeJDNp0Q/UGfm5XmX1UjTmnzK8Rxxo5zTqmwD/XsPU9AL3I6QSvXW9GnvFBttxIn6bH5KXW5g3mkNPtsyQVdDyZb7aHz2/Bdm6sP7iNBi1PfKQg+cbngCUHNgs2xyd9Qbn9Dlk0rLQq/VfwRbBXNr6nhLhc8+7VXNdtx8h3wC7GfFOup+XXAx6Eet37G/C6f/+p38A8R2DWLXENKxAAAAAElFTkSuQmCC).  
Initialize: ![D_1(i)=1/m](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGMAAAATCAMAAACzx0NmAAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAELsymWbUInarRInvVDbZGRQAAAF/SURBVDiNrVVbcoAgDCRACC+5/3FrCAg6onba/QBlwm5eRqWWAOxPCGurvyEMNfube7fGZEu21gZtTqbytjle8O7eAAQ6nqO/t8lV25RJhLTsZuPVPSmY5Keb4T6xVGLd7UTlT66n+CSiYNLQ9yZY4LQzHM0W8bkik8YqrcF1reFOEW6UykP+qqHZTUwePAZD3uvma06y2xEHVVnwKptJ8l0D2CfYTNkrj26PKUkGejmUY2Ko7KauEUwjP9SDPjAaaGggt0hUyHEn5rDify8DVfFU30xLnw0XjZc4WsUDe1+dcJscdD436KCd5Rbix1xR643MzHxIzblWjphpcrnVPO/5UnPNn3OVZK/MNc1eq00d5cDeraIh/bBXrDK99C51jZYq5Cx4XjTuBGBdCTxJDq9EA1Fil3n4+A1S0sXVCExr0MRklhliuv1eRANO4+NxlgxYereZNPpMrHibiR2LOXJFTMW2djvOIKysL3cXI3eN8Y/yH/9Ri5H7r1iE+wPO/Akobv8E8AAAAABJRU5ErkJggg==)for ![1,...,m](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADUAAAAQCAMAAACBWcfHAAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAMhBmdiKJ3bXvRFSZzXKSMKoAAACaSURBVCiRzZLLDgMhCEVBEPEx/v/nFrSzmKZNcFcWQG448ogAkDTDqaHwxGPKev0bRcKJSTEz7zNEqNRxsrEXAciIUg2oWpBibkh4QlDvoNYPSo9T1Wu9Ms8UplYtTstYoS9hUVj2F1nxw9kdfCO+fEoChiw6LzGuVdqLV3y6JYtvNDxtQo8p+PtwP+S3JTqRb6N0It9v9rj8ApCJA4iG9uiXAAAAAElFTkSuQmCC).  
For ![t=1,...,T](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFIAAAAQCAMAAACyYtjOAAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAMrsQZtZEInbvmYmrVFDwZwgAAADJSURBVDiNrVNbDgMhCMQXKrrc/7gVbdZt0yU07XyMiGSUCQIAOAcKQs/a8ULkTsSVyHOUfYr3ta4VVm9c8GEQl0EFZc/qM4JBMsujcBZGEceqllskD6HGwkMcKSVSOjdJTiS/Q03wC8lp5TM8rez+xD62SuKuc7qVZsll5UTp/5G8WOkjBFzhT41frEwIRamEvCRdWpbP9Y0EFyvhoKKMem6eU3MyvWswsLpXmunWK3syjsbGTS9qizrC5/G9SZswP685bUE4rOkHrk4ExMAeeJMAAAAASUVORK5CYII=):

* Train weak learner using distribution ![D_t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAAPCAMAAADTRh9nAAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAmSLvrRBmMs1E3Yl2VI910hYAAABuSURBVBiVZY9LEsAgCEMJ+K9y/+NWbDvFMQszRnwAERFDBUAImbwEdmb1KWtdjuLCpHHzpVC+R/dfrsfhKj8klWa3vKFYu7HGhnyaS/TIKjxnvaTzj0yNl9keEU2DLdlfxqBTsz4eodDgI0SqdAOF8gJiYvXscAAAAABJRU5ErkJggg==).
* Get weak hypothesis ![h_t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAQCAMAAAD+iNU2AAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAVN0QmSLvZqsyRHbEifvTfOAAAABmSURBVAiZVY5JEsAgCAQHZHFJ/P9zg+SQwIGiLRoHAPFGKb8qd6nMVLDtVphs0uofi41w5qevaDveoCN1jSkjdEo92p0R7ByW/n5J47YVq+xHb1PhmYtzyUOVmgusKMkMpH8Wn3gA1ncByjAnWAoAAAAASUVORK5CYII=): ![X \rightarrow \{-1,+1\}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHIAAAASCAMAAACw93oVAAAAA3NCSVQICAjb4U/gAAAAKlBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAHrpZrAAAADXRSTlMAMrsQIk12iavSZpnvsQDTWQAAASVJREFUSIm1VdsWhCAIRBEvFf//u5vrplS42V7moWPiOIiAAHcxeXObU0CBtqGbmaMDsJzCJS9N2ixmfhfVGuc65zl77klnSDhWJk0oG+xAeLaaxkZe5WlAUZfMG5wkRfyrVbIjI6kRW00o/34naXjuKAL5/0hCWjqKa1bJY5qfSTrL3Zt0VmRj1HN6UBJspWOAJcn10Qqk6g5tJULNimfJJzul/PUHa0xliGu+Bu5VFloRgOT1NYOnrIU5w6tOVMi4Aul3PiiJXPLCldhExiOriIxkrCubmtTcE5Junz5k+XlVfum0u4G6dCH3SpNj0EqtSlZr1+Ej9me/IrWQaN1/UPIWCdsptWv6SBLfkyY9HzZ0GskFOr2gAC9ehrfkPih8+UQ/AIUOB57tVR1LAAAAAElFTkSuQmCC).
* Aim: select ![h_t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAQCAMAAAD+iNU2AAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAVN0QmSLvZqsyRHbEifvTfOAAAABmSURBVAiZVY5JEsAgCAQHZHFJ/P9zg+SQwIGiLRoHAPFGKb8qd6nMVLDtVphs0uofi41w5qevaDveoCN1jSkjdEo92p0R7ByW/n5J47YVq+xHb1PhmYtzyUOVmgusKMkMpH8Wn3gA1ncByjAnWAoAAAAASUVORK5CYII=)with low weighted error:

![\[\epsilon_t=Pr_{i \sim D_t}[h_t(x_i] \neq y_i].\]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAALsAAAATCAMAAAD/AYzbAAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAAD3RSTlMAu/gQZnZUIquZMkSJ3s1/vHr4AAACp0lEQVRIicVX7XLEIAhUxM+o7/+4FYlGjblefnTKzDVXWVlcCXpC/IMp/A/WtyalEcIkmEfdHYjyPnjYbcwd9LNZD+C9d24f8MEks+Vp0Idn6OeR3xyPBr4Sw2+4O4vz45jdU99G8bGyXuduwdDDwPFiErMkM47pfU63hJ4zfJ07gqJHhDdFU1kUz2yW9wHWhNBsYQvU6viFli7VB5QXxWgMGJ9jLyxlq4y+3q+z6Az6gOjUBN0nKA6k6ehvriirEHb7Bl1Wy125EkSZAChSFCIshCpC1NpfRVH9HkrodJwcljUwVhxwBNpFjrKE0oM0SgsKkfWJ7VA8dXAd7GQ33edbcFrHSAs8BBb+KthUDMVCDeZ68pUlURQirxyBm45h5itKT4jpYaA/lIUWQo1QSDESF6x5zIZjnc+NYzAujaP3RGJRNLOSV47QnX7q07Pueq7i6JouI1Rx3wgR9MeX0I29kVtOyXRdr6yKHxOLof+ibBwqNWfCMcqUu1oqiDqVzg176c51jpeU25qBQSTLe2SULOs2WdbV1z+8OboHpy9V3kJuTg5emCqqBSodjrLUTMozPcWVsWEvKK/ef24bZ3dnw1M6BXTeCuXLa2vLp21rxnbuE0viiiwnPHPU1lA2QxcF6NhX0KHNVtkpd0sFwljyhkRhIhpUonx9LnjlE8ire8RTD+1JfMoku0zPodzzlTt5PLVr5qjnZXDamFirWvtb7nHteeixHuiMJegBFwaoa720HPqm8ty6vlCEtVGaNaHGoebbTYsyQG+yk+ncsavb45uzni3O3aB0d6+LVRd7ZpaTY7mLnVEG6O2yhuHsD4x9fxd7ZZJ3Ys+yvcNeUHXzl1KPfgf9E/NmFXOw7W+PC3ovXjQRt9C/tCy/ufUIaqtf/6Do0B/RsA5D7QslWwAAAABJRU5ErkJggg==)

* Choose ![\alpha_t = \frac{1}{2}ln \big(\frac{1-\epsilon_t}{\epsilon_t} \big)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHIAAAAYCAMAAAARbFlzAAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAEGZUIrvXdpmJRKsy74kf+2EAAAHISURBVEiJrVXruoQgCFQ07/r+j3tEzC1OZu2382PbEgRhGIV4A2l+YfIG4Iucryq5NIEvgt7sp+zSZNh8EzJm7iy3WVYSPoeL+uuQIge2EgM36VDx8KI38Rb7frqwBW1OJtYRah7FQ8KUaNWkb0MC56V33KQjdcv+sE68xOilZwtGTULS0Gi/kUHKlLIF96itwRdHnthK8CAtRKpU0dxkh/KqfvC91bJlFC214sXQ6OooVULawkYfFh6b6DmVtLclB1W/6dHcuA1czBL6BAFYJN94kVYhnerHzPXIpW1pAB9R3XiJQsANGgki/lJGIZ9MriEoUC1JO5kxWON8oxxHEFkwYUlNDKtTHl0TMcxUCiaf7U6jy8IGa5t8VA4E3RqKJcbwy8IOIPEMFlkZW/sL90MjLRqKRhbbSeA8/u1EfAKsinYAIHX0UrjbVraZor2drXl6jJUctGD5oapwahstbpNN8wrGfyN2VPMPFBPZLNRKErbJ9Aau1yc1/8ABf+f3A4edXniG1ees5jtkXgT4BwXTyrPbl6n5jnnKE4RKM67nA+fbl6n5/vW62nNolJBpZdh2ZzXvcE9H6Sku9htqPrX4OYaaH/AHkGgM8PbSSEIAAAAASUVORK5CYII=).
* Update, for ![i=1,...,m](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFQAAAAQCAMAAAC/fKiJAAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAMhC7ZnYi2UTviVSrmWa+5rYAAADOSURBVDiNzZTZEsIgDEVDSFjC8v+fK0Gto4Op1j54HwIT6GluYAAAKBEMYQ3W8ju5YqwJd3cEagv/Bpqo/g4lYWSqLjD7cQTIkM2vPoFicZ0HOhKAtFEoun5fq34TfwVNQHkMoteoiWbaCfahjvpglhLnXcrpBGhWlO4MHccs5dGC2++O2r+iZh/ZQ5mNZXv/hLoYtuElgB6R8jR4UlxohAZSfI/i1BDB9OWew8yCaF1N50lo39hDaz+my13hsoJ19mOtm2S1bl+4fMrW2QuvSATj2/OMMgAAAABJRU5ErkJggg==):

![\[D_{t+1}(i)=\frac{D_t(i)exp(-\alpha_ty_ih_t(x_i))}{Z_t}\]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAQAAAAAoCAMAAAAmJNS7AAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAEJlm1SJEMlSrdu+7iT+7enMAAAQUSURBVGiB5VmLlqsgDOT9FP7/cy+BgCh01W7tudvOnl2tZIeYhDhUQt4IyusZp5fMXzHlCpz8lA+vhW1nlF0yPwsj4gkOnPyUD09DsugZY3bR6zVWzo2AP8fZZfrQZAAXZzhw8hM+/AY+B1jH5oJcylEb+Ctm/9Ojml+C3Wb1EYfYHO6BjCofWZvFbQIe1AGBeyY/wpziwMkPffgNeKSbY3JO9uPqaAVuzc+Bxm1je8SBkx/68BtYzDxva6D0J8VLX6K+DDseCCxHpjm3lBjnJHehme+R7Fl3V4WN1xsxXhnX9T3kaOwVODke7oEP5cggKTIFQeaIUEe8Xp0TqUaNIkYS5ZWOknIZUxUvBs33sK4Q8cKJbCJd1bDcWf4EhQ2jlaOxoxVpkZkH+SWoLYAIcMKmm9LZG0V1nTwFJgh4GqW8p1tK2aBpWIHZwtB8h9LkU5pl4VRUAlsuMsgvRKJ8gtHK0djRCidfD3egLn0ZwSdPmzeE2dUHb1NJ083lAOUsQnN+aUh2mSyVTeVM5haeNDgphSTnkJTRNYhspwfuD0BtAfAQ0ME7SShe8VgaERxe27DAhg19nKZlQCcVIEs/EYIiZzF3ydTBCjewpsNSZ+w4kN3VPnD/EsAWoDx4WZoUNkGfCpeUBpQzBmWZfuDeoGwhKbnSJ87pkjERGicBhiUQQxeFeU4hMW2UIH9hL1bk2SZ4RcljC+DlOcTy03nJ56nEcx3nR1DuV06bSFy6NwVdKkKt6Ga+RbY3aaVL5IQA5LnyveQ8R6raaObo2OsdP/cYPK/kKRPRghB26LeE5sNzACUr4csihDLOXapn64wJLkfDcnzO8YmISf/MOZU2UORMqeYM8uxyPOEK44a0UeDo2dHxnRCa6fYRF5V8Dw9Pot2qfiBDF1fPZk1g4ARACyBCu8nonqNaDVJ40O0jLir5DRjPoe53Jo9C6FebnzdDhZMnGw8elQzvZ9xzoNWwGRp1+4iLSn6KbhE92OrKvvWd2A4nx8OP63G6HbZ7H0bdPuKikp9ibaNuPpESkdGJ+UNwE342mnHg5J0Po24fMVXyn4JBt/cojWSq5D8Fo24HYJHzEFdVuVXyGXbVqps+/Jcw6nZAW+Wxl9W9kn+I+IcA/o66fQzARMl/Dia6newDMFHyBR+wBEbdTpm1VqTfHJkSgImS/wzMdTsZKmCi5D8TTWPvAnBKyd+FJYqUJBvfUXdVRdcAqBDL3vKMkr8LRXyIZ94UPI8h2sdK/i6Y8n3Cm8tu+D7iUMnfhjyxFe9/mfk/gfknXpR8EBzu0/Y7lW8Br9sVa342/FAoeF1EIAb+KxuBLi9EQrdT+SrIsllRvNupfBOoz7JDQfWzb2wBea9iRQQd2HYq34r1bcCXou1UXoZ/bWolgWDTaEoAAAAASUVORK5CYII=)

where ![Z_t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAPCAMAAADarb8dAAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAmWzvq0RUIjIQzbuJ3Y1QfFsAAABrSURBVAiZXY5ZDoAgEEM7C4ssc//jalETsR8Nr0BTAOjRXMRD8MgqvfWXc6b39jKU5vPAV2JlY43643Qfyp2nYC0zX/01Vu3gADYXG+uZog7TgsN8MS+VW1tw9gzulIxd8/qwBYa87xNNOAEWTwIeO5Lm7AAAAABJRU5ErkJggg==)is a normalization factor (chosen so that ![D_{t+1}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACUAAAARCAMAAABtq5WKAAAAA3NCSVQICAjb4U/gAAAAKlBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAHrpZrAAAADXRSTlMAmRCsIkpm782JMt12MUnBpwAAAJlJREFUKJF9kQsSgyAMRPMBAkLuf92CBoe0lJ3BoPtMVgQACKiCiMwXHCU4rpcesaDxrphPVFJydS/Okz6NlPJUPPWasSDXcffVj95BZHQb4+0VNLOYO2M9nyjkKACjLFaU0M+sSAs7ymKlertpuo4irMrj/zQz43jGzLWvskx06h1pm8tJIG5zeWHyJxGLYvzFXvy/tSgs+w89CgMsfjlf0AAAAABJRU5ErkJggg==)will be a distribution).

Output the final hypothesis:

![\[H(x)=sign \Bigg(\sum_{t=1}^{T} \alpha_th_t(x) \Bigg).\]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAANsAAAA2CAMAAAB5hxwuAAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAmbMQZlQiMu9EzXbdid226IEAAAStSURBVGiBxVqHcsMgDDUg9vj/zy3LgxEcp4S8u15L6oAEelp425YCsevIII2dtgrNmJpNmeVz2GJ9TrdN420jesrkaM40H0KqYgj+B3uBiJwzvZk0zycggjWfCT5vfibIvMkeArWMYO7LCywCd+22Ap65AnGtYayBsu1nuPPZP2CnbtX76B3bJubSn7jfuBPc7ikgZ+m3F1kA4uZq0Qed6pvehV6zqoMly5RQa6wFq/tnZoMs2lDd81hfBnUTE5AB+A88JbrSzTknzA7hEiblFG5uxHwH6soDqDQhUhs3yZjUesKVymDXRAQpJlU6N/6YFLyHCRvKXCE58YZYp37kwYYPBLQ3OWXprskEJtDqnLhzjSr8lRegpj6LgYBQOhNmhUNy48gJFLwZqlwafdN9U/PyX1C7L+0ekB6qfRgJKOtgk9hAkuGwJsq+aS38dVbVWoqn3NveGpeWMxSwsv49KOQYpJtjsv+OGbhhuKfc22WyKTdtKCCpgknO9bKLUQ0Z5b8Z1+rmjaelXB+kCg9jAV15qjkJM+nTLAYFxAFwmJaI4doA1LsqmWtobgE8e8EC0YAzMzq6eTt9QTnQUPT6qJBUXyQeC1jp5hQKyHRLHoEyH3IkTzwZxgzqJVSU6NTXkYZ4G2eE8hCw9p6B6s2g+pQLra8gxGF5KEx8NrFuBCx1K+nG0yF6Ewe/G8kaDqPAJw7Khg6MX4fwuEDghv9Lxm8fRb7qnTxzPcpBFN0flReaRYlMWCoKF8dDAcNBXWcr6caP/6FjB4b5EPXEYfvjECaJBhSd274DpmvVtHdwyXoMhF84OJHY4UkNsTi+EVAUupV0I0eUModVjPMYAip8J/Y+kNo1EvTSeOqem1+hJRxL1qNUkDYeKz0NII5vBCzPTcQVyB4Y0nPEf8DjyV+p2rFJBekBKbxdptMKWrKwld6+kvvu8u2y7ydyyyg0xbgVmuWnvKnTPB4KWOlW0s3Lz+Iolnky7vswBgR7pDr2+rPziDYeaYPslrag5yc33Y0B0WlQpT2HIa4bT8cRuY9vBMy+hBvmkzHjMPiESzic9hjCXBxrSq1OdBjGbgkQv8FQzFmRjwBBZhuU4ijnsT3dqOmy2M8DQBi2ZENRIJOm9X+jdwTMusluN75NyF/niV3g9pg7uvHO7UC9LttIZzwUkLhhY+bTXDkgyNtpqNrG05I32q4iBLHOeCQgu8nBqxLiQYcqmKPuPA9Nu8Q0G9am2ghkfzwQkN80ncrSTz+oTakF29u3un7rXAR8XpsWAjYrfR28qjxa70/FnGaQXtRQO1FVHqX3J4xa0zYZPsNdv+QLMNeDoq6DSf0p/NCpTwC6Jl0WdTCpZzoOAV8BLLrSZD+47GCL3Bf84D5gm+QG74DW081zbNyXmAWx/jrgqMuOYRWFnkTuAeTy6BZRvrWFS/pBm3B+hF9cLW6puXGiaZTM0W15wpUhTu+8V9AXTNEN1pC6xfW6IFTQZI/aMdWcoltbXKyCOldGje3M0K2+E1kIflpMXVHP0W3mS31Pcb5uFSpognLHLIakCbpNfjns6eq7KdYVtbSuNdOHoD96UW1HewUzDUz97s3Q9fgDivcgsr4LEtEAAAAASUVORK5CYII=)

… with some explanation:

[…] we are given ![m](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAICAMAAAARDVXAAAAAA3NCSVQICAjb4U/gAAAALVBMVEUAAABHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADMHXDdAAAADnRSTlNmAHaJTjKZIhC73c3vq0AfF2QAAABRSURBVAiZFYtbEgAxCMKI2ne39z/u6g8TGCLkNk1fG2ZroBntGegIvKNAl8Sd0Z1cv5648sOO6jcSX4PxZvZK2svNFiFUpp1yhAkvs6dHuPgBc4sBrhb+xUAAAAAASUVORK5CYII=)labeled training examples ![(x_1, y_1),...,(x_m, y_m)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJcAAAASCAMAAABhPLwgAAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAEGZEMlQimbF2id3vzbOdpPAAAAGxSURBVEiJlZbbAsQQDEQlbqWt///cpWgJFnnYi+FMEC3GGANkG4Gw1m+P2jM4toaBXuu3R+0YaLE3Ti4txC61MVDbE7sX+uxTqYHZrgPL5332qdTgVrvD+EKF7VOpgYu/JWqBeLSHjWPYEixygWuOnlEH6M9AnRGgGL+4cM00wbDLl/BtWtM/MaMO0a+BiFUsfd4+yzAxqOqagwppOFEIbvoIa6mdKNA0L8gEHzoeIbTE1vp24UphOa+P2o+M7uQFZ/5z4tdaxulnbe5SmO9jh9qLD03yek18gmE9ZSevUB2HLYT1un+pYLUyFjnq6hmT0FR9DI5QlNIx4125+uzFqd7ByvEir+cYZ/n5Jh8tVbILnxyl7qBrNRlgWGhxGCmtielGe36lHUCN2hVCfOxlmYcjVX7EZkoNG8t9NVnTQ1dqMoBmf/M+fuc31UASTipXEZspVSbXtFIETdRo0LxhcxmlmXv5koWQ3tuDe0xuJlTtm28RFgY76FrNF4P6JHPr9JNGugf5/be6ECB1H9zDBren8MgPy3AY6KArNRsMZg4yGUlb6QYqeTDq771whC4MfoSNDT9BQtPTAAAAAElFTkSuQmCC)where the ![x_i\,'s](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB8AAAARCAMAAAASeod7AAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAZhBURHaSIjLN76vdu4rNFkcAAACTSURBVCiRfVFbDsQgCOShiI96/+MWq9nSjXF+iAwMAwLsQNvsixKPdOjpyMt1lm/hSKf2eTKKItbXM+IKjJbkBKEEdZZ0tglAZotWWebK6n2J8atH6sr5u3DvefENdzYJc3t6qOszJjqPkK2HypCB2AlCAqbL7T202c6sNTJLHMwo/yEg4t/YKDsbTlLP3zanfHEDZpYClvj3xR4AAAAASUVORK5CYII=)are in some domain ![X](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAMCAMAAABcOc2zAAAAA3NCSVQICAjb4U/gAAAAKlBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAHrpZrAAAADXRSTlMAEJlUIruJO83vdqtmgZqMZQAAAFNJREFUCJlVjkcOwDAMw+jsUf3/ux1pkEQHAzRg0QDBST1AVEmMNOV3emZMDvxi6LJ8bUyWOxhKPTlE7Q1YopadH0dSWAs3zfPefvMQRn19rY7Hb7mxAccjFSsDAAAAAElFTkSuQmCC), and the labels ![y_i \in \{−1,+1\}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFwAAAASCAMAAADhY0l2AAAAA3NCSVQICAjb4U/gAAAAKlBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAHrpZrAAAADXRSTlMAMhAiu3aJSqtm0pnv5MauNQAAASNJREFUOI2dVVsWhSAITBQUyv1v96r5Sqtb8ZEm4zTOAVuWp8GoHmMt2cfYGML7CE7foGrWrS+4tU+DIvTTASzkSZdV/o4MnTEG2nsBw0ze+VWz+oacnILDwkdyyy48+eAR8UjwjRxw2cKCYM/kpqOoT+QW0hgXlckQngvJ0TvyxewbyBVhxWYSs0dZsMLz9vTNiJIExyHrJE4l6ETppZwor7Y9VZ4L3ev9EOiKUD13gN3ekYOHQq69DeabKnju3lotet+upDVqR67HOueV1ziFrWIu61yT8UIqnqRVayWv2UMTJcuxN+OyQ9ueM+UjnkNqizaIwhl0SQ5NOSxzZHywm5Jmwpt7EkZyPqNskZuO7dzsJ1G7KH/sz4U9wP+Fpdc/ix/O/QfLxGna4AAAAABJRU5ErkJggg==). On each round ![t = 1,...,T](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFIAAAAQCAMAAACyYtjOAAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAMrsQZtZEInbvmYmrVFDwZwgAAADJSURBVDiNrVNbDgMhCMQXKrrc/7gVbdZt0yU07XyMiGSUCQIAOAcKQs/a8ULkTsSVyHOUfYr3ta4VVm9c8GEQl0EFZc/qM4JBMsujcBZGEceqllskD6HGwkMcKSVSOjdJTiS/Q03wC8lp5TM8rez+xD62SuKuc7qVZsll5UTp/5G8WOkjBFzhT41frEwIRamEvCRdWpbP9Y0EFyvhoKKMem6eU3MyvWswsLpXmunWK3syjsbGTS9qizrC5/G9SZswP685bUE4rOkHrk4ExMAeeJMAAAAASUVORK5CYII=), a distribution ![D_t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAAPCAMAAADTRh9nAAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAmSLvrRBmMs1E3Yl2VI910hYAAABuSURBVBiVZY9LEsAgCEMJ+K9y/+NWbDvFMQszRnwAERFDBUAImbwEdmb1KWtdjuLCpHHzpVC+R/dfrsfhKj8klWa3vKFYu7HGhnyaS/TIKjxnvaTzj0yNl9keEU2DLdlfxqBTsz4eodDgI0SqdAOF8gJiYvXscAAAAABJRU5ErkJggg==)is computed as in the figure over the ![m](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAICAMAAAARDVXAAAAAA3NCSVQICAjb4U/gAAAALVBMVEUAAABHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADMHXDdAAAADnRSTlNmAHaJTjKZIhC73c3vq0AfF2QAAABRSURBVAiZFYtbEgAxCMKI2ne39z/u6g8TGCLkNk1fG2ZroBntGegIvKNAl8Sd0Z1cv5648sOO6jcSX4PxZvZK2svNFiFUpp1yhAkvs6dHuPgBc4sBrhb+xUAAAAAASUVORK5CYII=)training examples, and a given weak learner or weak learning algorithm is applied to find a weak hypothesis ![h_t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAQCAMAAAD+iNU2AAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAVN0QmSLvZqsyRHbEifvTfOAAAABmSURBVAiZVY5JEsAgCAQHZHFJ/P9zg+SQwIGiLRoHAPFGKb8qd6nMVLDtVphs0uofi41w5qevaDveoCN1jSkjdEo92p0R7ByW/n5J47YVq+xHb1PhmYtzyUOVmgusKMkMpH8Wn3gA1ncByjAnWAoAAAAASUVORK5CYII=): ![X \rightarrow \{−1,+1\}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGQAAAASCAMAAACaR4u6AAAAA3NCSVQICAjb4U/gAAAAKlBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAHrpZrAAAADXRSTlMAMhAiu0x2iavSZpnvpcZIqwAAAR9JREFUOI2tldsWhCAIRRG8UfH/vzs5plLpyrnwUBbiFjkqwKe2eDPd1wVXmrSKRAKwwuExjpf8xhQxtOqNa/3nJc3Ou36ENpL3y4Qccp43Hg3lNdLAsgPdBKNAUsgNotaxeqlBIAq6pT9sRP31C8TIOmCA8/+CAG8Dxq4HnYr5AUJWhhUhq3QUi/4mIWCrYDHAxrp/tMq4TsDxch+m9mdOT3/xRs5N3LUVZKR7tCpJLhWazaRulBUOFXdNrxa4UrtJCEquKOXKRsFrVB62ry7KwxhuU1AQOhfeWXkvud8Gh0p3n1BIZ5BJmTXpV0j1XiQ8tnN+96CWaO/knIQ8BGHLpLfcX0HwGrT0K1nMfANpu/GAPpyq8fny6JkLH19aL+gpB3vrrMYqAAAAAElFTkSuQmCC), where the aim of the weak learner is to find a weak hypothesis with low weighted error ![\epsilon_t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAALCAMAAAB8rpxtAAAAA3NCSVQICAjb4U/gAAAAKlBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAHrpZrAAAADXRSTlMAZoki71QQMrGZRN12YCAl9AAAAEtJREFUCJlFTUkSwDAIwjUxy/+/WzumDQeQURAAZPHAAXf5RpCWSkvSyUyp3QDf5149ab9rNNaV0U4VjWojI0cYLqbAf6Ow+y5o4AFPnwEUYevNkwAAAABJRU5ErkJggg==)relative to ![D_t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAAPCAMAAADTRh9nAAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAmSLvrRBmMs1E3Yl2VI910hYAAABuSURBVBiVZY9LEsAgCEMJ+K9y/+NWbDvFMQszRnwAERFDBUAImbwEdmb1KWtdjuLCpHHzpVC+R/dfrsfhKj8klWa3vKFYu7HGhnyaS/TIKjxnvaTzj0yNl9keEU2DLdlfxqBTsz4eodDgI0SqdAOF8gJiYvXscAAAAABJRU5ErkJggg==). The final or combined hypothesis ![H](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAMCAMAAABcOc2zAAAAA3NCSVQICAjb4U/gAAAAKlBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAHrpZrAAAADXRSTlMAmTJzuURU783dEIki7mJeGQAAAE1JREFUCJmljkkOwCAMA20IhKX+/3cLKb32Uh8ymkSKDADXdLEgUc6EiLjnUH4USWWj6tyRFaCOw1qg27tQ486fFz4/Wwx2WV69XVaX38sWAfyIJ0pzAAAAAElFTkSuQmCC)computes the sign of a weighted combination of weak hypotheses

![\[F(x) = \sum_{t=1}^{T} \alpha_th_t(x).\]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJcAAAA1CAMAAAB7lYmuAAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAEJnXZlQiMkTvdqu7iYh0IWcAAAK7SURBVFiF7ViLruMqDOT9DP7/z10b0jQBWpKr9gbtdqSjUyLCGDMMJox9BFKECCFJ8ZnhPgWrGQsLYzzcHckRCv8ixsTd3ZG08PbuCLowcHcEfajl7gj6iOnuCPrwE0oeV1FA0ncH8cMP/zgAwMsHPBRMUFSoKgruggTgd4XzxAJQ+5bz36l2uNq31PvJc1w8Uz+TXyGLxxcHarEATRj21ZmkZV11vCOzArxASKASSlR1lFbsLQLA+SNbVXMYkK0jR0yjaeqV0aqgxE6f2fGY/QGZXQcmvYYmPWnAihLzZ3egPG6SAVmgVceM0jNZq5i5kR+5jsT64JWFDMgWusqsIlmFqZWwStHCYj5GdOmVxFRQYk+tvdNhJ/UBGUixQEmpKTPXBm3I2WIB48pd9iVGVyQacFstQZcTuXUdkFnah6nMy65dcTCMvGR9S35cNhyt00BPYmXzYYpwaJM3nqTX8q7P7bdkq7zWOdlNKWLL94lzRfcSBjl4qehfJMFzSkm5OOX2gGzZ7danV8st+2duYLIVmIGSI0lMOZ2axJMyW24PyPx+zPKc49xszvBeii/XcTffJ2yZOkVskw9m7YVWodf2W7LNvQoW6q8BF5czlzU39AlUQtcnssA1asrgvSQ/oKwAd4/2KzKL/mHw+FnSc1EVvWtj0DqFEu/IV4m7q0AjlFLcRBxd5GTkbkLh79J+ReY63xTaYmDomdY39tiMYRjvtK+QXT23URLj49GTSXXaV8iq0qOj6CNkM5ZtrrhCuX77AtmxVAsj81oah/jvdeGQ7Dxah9B+govH0SG40Um2hfX/Dw0dXFjGbyGJDqb84vTDDx+FqY6SK676TcTjoaPSDJ9N2Fp57jFFXI/Kc4cp4sqVJ384aq6u54hLNDXNHHHVlegscVHlyUUsyKXYHHHVlahL0C7t34M/nTcUFUziofEAAAAASUVORK5CYII=)

This is equivalent to saying that ![H](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAMCAMAAABcOc2zAAAAA3NCSVQICAjb4U/gAAAAKlBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAHrpZrAAAADXRSTlMAmTJzuURU783dEIki7mJeGQAAAE1JREFUCJmljkkOwCAMA20IhKX+/3cLKb32Uh8ymkSKDADXdLEgUc6EiLjnUH4USWWj6tyRFaCOw1qg27tQ486fFz4/Wwx2WV69XVaX38sWAfyIJ0pzAAAAAElFTkSuQmCC)is computed as a weighted majority vote of the weak hypotheses ![h_t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAQCAMAAAD+iNU2AAAAA3NCSVQICAjb4U/gAAAALVBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACttl6nAAAADnRSTlMAVN0QmSLvZqsyRHbEifvTfOAAAABmSURBVAiZVY5JEsAgCAQHZHFJ/P9zg+SQwIGiLRoHAPFGKb8qd6nMVLDtVphs0uofi41w5qevaDveoCN1jSkjdEo92p0R7ByW/n5J47YVq+xHb1PhmYtzyUOVmgusKMkMpH8Wn3gA1ncByjAnWAoAAAAASUVORK5CYII=)where each is assigned weight ![\alpha_t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAALCAMAAABBPP0LAAAAA3NCSVQICAjb4U/gAAAAKlBMVEUAAABHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACpjB07AAAADnRSTlMiAGb2dhDdmVQyzatEiY2hxbEAAABgSURBVAiZVY1ZDgRBCELBpbS2+193tNPJpPlBnwRBUkwCfFXDtrJR/AUy2vVk3TALqDUY0raTgM4Ga3nnvELqD7jkvGoAx6k9l3VddClCRBz7OiOft38N0D9AmfiAkMMftDQB6feUje0AAAAASUVORK5CYII=). ([…] we use the terms “hypothesis” and “classifier” interchangeably.)

So, AdaBoost is adaptive in the sense that subsequent weak learners are tweaked in favor of those instances misclassified by previous ones. But to really understand what is going on my approach has always been that you haven’t really understood something before you didn’t build it yourself…

Perhaps you might want to try to translate the pseudocode into R code before reading on… (to increase your motivation I frankly admit that I also had some errors in my first implementation… which provides a good example of how strong the R community is.

Anyway, here is my implementation (the data can be found here: <http://freakonometrics.free.fr/myocarde.csv>):

library(rpart)

library(OneR)

maxdepth <- 1

T <- 100 # number of rounds

# Given: (x\_1, y\_1),...,(x\_m, y\_m) where x\_i element of X, y\_i element of {-1, +1}

myocarde <- read.table("data/myocarde.csv", header = TRUE, sep = ";")

y <- (myocarde[ , "PRONO"] == "SURVIE") \* 2 - 1

x <- myocarde[ , 1:7]

m <- nrow(x)

data <- data.frame(x, y)

# Initialize: D\_1(i) = 1/m for i = 1,...,m

D <- rep(1/m, m)

H <- replicate(T, list())

a <- vector(mode = "numeric", T)

set.seed(123)

# For t = 1,...,T

for(t in 1:T) {

# Train weak learner using distribution D\_t

# Get weak hypothesis h\_t: X -> {-1, +1}

H[[t]] <- rpart(y ~., data = data, weights = D, maxdepth = maxdepth, method = "class")

# Aim: select h\_t with low weighted error: e\_t = Pr\_i~D\_t[h\_t(x\_i) != y\_i]

h <- predict(H[[t]], x, type = "class")

e <- sum((h!=y) \* D)

# Choose a\_t = 0.5 \* log((1-e) / e)

a[t] <- 0.5 \* log((1-e) / e)

# Update for i = 1,...,m: D\_t+1(i) = (D\_t(i) \* exp(-a\_t \* y\_i \* h\_t(x\_i))) / Z\_t

# where Z\_t is a normalization factor (chosen so that Dt+1 will be a distribution)

D <- D \* exp(-a[t] \* y \* as.numeric(as.character(h)))

D <- D / sum(D)

}

# Output the final hypothesis: H(x) = sign(sum of a\_t \* h\_t(x) for t=1 to T)

newdata <- x

H\_x <- sapply(H, function(x) as.numeric(as.character(predict(x, newdata = newdata, type = "class"))))

H\_x <- t(a \* t(H\_x))

pred <- sign(rowSums(H\_x))

eval\_model(pred, y)

##

## Confusion matrix (absolute):

## Actual

## Prediction -1 1 Sum

## -1 29 0 29

## 1 0 42 42

## Sum 29 42 71

##

## Confusion matrix (relative):

## Actual

## Prediction -1 1 Sum

## -1 0.41 0.00 0.41

## 1 0.00 0.59 0.59

## Sum 0.41 0.59 1.00

##

## Accuracy:

## 1 (71/71)

##

## Error rate:

## 0 (0/71)

##

## Error rate reduction (vs. base rate):

## 1 (p-value < 2.2e-16)

Let’s compare this with the result from the package JOUSBoost (on CRAN):

library(JOUSBoost)

## JOUSBoost 2.1.0

boost <- adaboost(as.matrix(x), y, tree\_depth = maxdepth, n\_rounds = T)

pred <- predict(boost, x)

eval\_model(pred, y)

##

## Confusion matrix (absolute):

## Actual

## Prediction -1 1 Sum

## -1 29 0 29

## 1 0 42 42

## Sum 29 42 71

##

## Confusion matrix (relative):

## Actual

## Prediction -1 1 Sum

## -1 0.41 0.00 0.41

## 1 0.00 0.59 0.59

## Sum 0.41 0.59 1.00

##

## Accuracy:

## 1 (71/71)

##

## Error rate:

## 0 (0/71)

##

## Error rate reduction (vs. base rate):

## 1 (p-value < 2.2e-16)

As you can see: zero errors as with my implementation. Two additional remarks are in order:

An accuracy of 100% hints at one of the problems of boosting: it is prone to *overfitting*

The second problem is the lack of *interpretability*: whereas decision trees are normally well interpretable ensembles of them are not. This is also known under the name *Accuracy-Interpretability Trade-Off* (another often used ensemble method is random forests.

Hope that this post was helpful for you to understand the widely used boosting methodology better and to see how you can get from pseudocode to valid R code. If you have any questions or feedback please let me know in the comments – Thank you and stay tuned!